**COMP1003/1433 Exercise Questions (Week 1 – Week 12)**

1. (True or False) Data analytics is also known as data mining.

False. Data analytics include both data mining and communication and concerns more with the entire methodology while data mining may focus on an individual analysis step. P57, Lecture 1.

1. (True or False) The sample mean approximates the population mean 𝜇 for any sample size 𝑛.

False. The sample mean approximates the population mean for a very large sample size 𝑛. P17, Lecture 3.

1. (True or False) The angle of two vectors can be used to measure their distance.

True. The cosine of the angle is the cosine similarity measure. P21, Lecture 4.

1. (True or False) For any function f(x), we will find its maximal or minimal solution via solving the equation of f’(x)=0, where f’(x) means the derivative of f(x).

False. A variable resulting in the derivative of 0 might not an optimal solution. P23-24, Lecture 5.

1. (True or False) The differentiation process for a function f(x) allows the measurement of the instantaneous rate of change at (x, f(x)).

True. P10, Lecture 5.

1. (True or False) In logistic regression, the sigmoid function only works for binary classification.

True. As can be seen from the function graph, the outlier values squash towards two sides 0 or 1. P33, Lecture 5.

1. (True or False) If two discrete random variables X and Y are independent, then we can have E(XY)=E(X)E(Y).

True. If X and Y are independent, we can have P(X=x, Y=y)=P(X=x)P(Y=y) for any given x and y. Then, with the definition of expected values, we can have E(XY)=E(X)E(Y).

1. (1 correct choice only) Suppose we are interested in predicting whether a news report concerns a ``vaccine’’ topic or not (e.g., to work on COVID-19 related applications). In our prior knowledge, 30% of news reports are about ``vaccine’’ while 70% are not. Besides, we know that the probability of observing the word `` Pfizer'' in a ``vaccine’’ news report is 60% and that in a ``non-vaccine'' news report is 20%. Now, given a news report containing `` Pfizer '', the probability that the news report is about ``vaccine'' is \_\_\_\_\_\_.
2. Larger than 50%
3. Smaller than 50%
4. Equal to 50%

(A) V: the news report is about ``vaccine’’; NV: the news report is not about ``vaccine’’; P: the news report contains the word ``Pfizer''. Then P(V|P)=P(P|V)\*P(V)/(P(P|V)\*P(V)+P(P|NV)\*P(NV))=0.6\*0.3/(0.6\*0.3+0.2\*0.7)=0.5625>50%.

1. (1 correct choice only) There are five boxes, where one carries a paper cheque with $1M while the other four each carry plain paper. You will never know which box carries the cheque till one draws the paper out of the box and release the results. Your friend first selects a random box and announced that the paper drawn is plain paper. Now it is your turn to do the lucky draw. The probability for you to draw the cheque becomes \_\_\_\_ compared to the moment before your friend’s drawing result is announced.
2. Larger
3. Smaller
4. Unchanged

(A) The sample space becomes smaller because your friend helps you exclude a box with plain paper.

1. (1 correct choice only) Given two vectors a=(2,2, 2, 2) and b=(0, 4, 0, 3), the cosine similarity of a and b is: (C)
2. 0.3
3. 0.4
4. 0.7
5. 0.8

(C) 0+8+0+6/sqrt(16\*25)=14/20=0.7

1. (1 correct choice only) For x in the range of [0, 1], the area above x-axis and under the curve is in the range of \_\_\_\_\_.
2. [0,1]
3. [1,2]
4. [2,3]
5. [3,4]

(D) in the range of [3,4].

1. (1 correct choice only) There are 2 types of Happy Meal toys in the McDonald’s. Each of the toy type will be given with equal chances to a customer who buys the Happy Meal. Suppose that there is only one toy type that has the castle and Little Mary wants to get the castle very much. Let X denotes the random variable indicating the number of Happy Meals Little Mary should buy till she gets the castle. Then, the expected value of X should be \_\_\_\_\_\_.
2. 1
3. 3/2
4. 2
5. 5/2

(C) From the question, we can have . Let and hence . So, we’ll have . Therefore, .

1. (1 correct choice only) Given the following short movie reviews, each labeled with a genre, either comedy or action (the genre name is in **[boldface]** and the word in the reviews are in *italic*):

* *fun, couple, love, love* **[comedy]**
* *fast, furious, shoot* **[action]**
* *couple, fly, fast, fun, fun* **[comedy]**
* *furious, shoot, shoot, fun* **[action]**
* *fly, fast, shoot, love* **[action]**

Given a new document : *fast, couple, shoot, fly*, we should assign to the class of \_\_\_\_ measured by a Naive Bayes classifier with add-1 smoothing. The likelihood of observing the words in conditioned on that class is \_\_\_\_\_\_.

1. comedy,
2. action,
3. comedy,
4. action,

(B) The vocabulary . So its size

Let C denotes comedy genre and A denotes action. So, the prior of the two class labels are:

For likelihoods of observing different words are calculated as following:

Finally, we have:

And

Therefore, we will classify the new document into action genre (). The likelihood to observe words in conditioned on action is .

1. (1 correct choice only) In a new research paper published by University B, it takes 5 days on average for a COVID-19 patient to have > 30 CT value (tested negative). It is known that the time for a COVID-19 patient to have > 30 CT value satisfies general normal with the standard deviation as 2.5 days. University P would be interested in knowing whether they can trust University B’s results (the null hypothesis). So, they examined the sample of 64 COVID-19 patients and the time for their CT value to go back to a > 30 status is 5.5 days on average. Given the observations, if University P accepts University B’s statement on the level of significance as x, then \_\_\_\_\_\_.
2. x<5.48%
3. x>5.48%
4. x<10.96%
5. x>10.96%

(C) Let denotes the average days for the sampled 64 COVID-19 patients to obtain >30 CT value. The time for all COVID-19 patients to obtain >30 CT value satisfies general normal with the expected value of and standard deviation days. Let The p-value is .

1. (1 correct choice only) Given 3 clusters, the representative (centroid) of Cluster 1, 2, 3, and 4 are (1,3,3), (7,1,4), (0,0,0), and (5,8,1), respectively. For a new data point p=(3,5,2), according to cluster assignment strategy of k-means algorithm (based on Euclidian distance), which cluster should p belong to:
2. Cluster 1
3. Cluster 2
4. Cluster 3
5. Cluster 4

(A) Let c1, c2, c3, and c4 represent the centroids of Cluster 1, 2, 3, and 4. Then, we have the following: , , , and . So, p is closest to Cluster 1, we should assign it to this cluster.

1. (1 or multiple correct choice(s)) Suppose we know the probability of event A conditioned on C is p(A|C), the probability of event B conditioned on C is p(B|C), and the probability of C is p(C). Which of the following probabilities can be calculated for sure (there’s no independence assumption among A, B, and C): (C)
2. p(A)
3. p(B)
4. p(AC)
5. p(ABC)

(C) P(AC)=P(A|C)P(C). Others cannot be calculated because there’s no independence assumption.

1. (1 or multiple correct choice(s)) Given three vectors a, b and c and two scalars and , find the correct statement(s) in the following: (A, B, C, D)

(ABCD) Page 9 and 11, Lecture 4.

1. (1 or multiple correct choice(s)) Find the correct statement(s) in the following: (B, D)
2. [f(g(x))]’ = f’(x)g’(x)
3. [f(g(x))]’ = f’(g(x))g’(x)
4. [f(x)g(x)]’ = f’(x)g’(x)
5. [f(x)g(x)]’ = f’(x)g(x) + f(x)g’(x)

(BD) B is the chain rule while D is the product rule.

1. (1 or multiple correct choice(s)) For naive Bayesian classifier, which of the following statements are correct?
2. It is not sensitive to missing data, and the algorithm is relatively simple, which is often used in text classification
3. Naive Bayes is a discriminant model, which calculates the conditional probability by learning the known samples.
4. It has a solid mathematical foundation and stable classification efficiency.
5. It is relevant to the choice of a priori probability, so there is a certain error rate in classification.

(ACD) B is incorrect because Naïve Bayes is a generative model. Other statements are true derived from our discussions in Lecture 2.

1. (1 or multiple correct choice(s)) Which of the following is(are) the assumptions of a Naïve Bayes classifier?
2. Position of the words doesn’t matter.
3. The probability to observe words are independent conditioned on the class.
4. The probability of word occurrences in the documents are independent with each other.
5. A document can be represented by the count of words

(ABD) P34, Lecture 2.

1. (1 or multiple correct choice(s)) Which of the following statement about the definite integral is correct?
2. The result is in the range of [1,2].
3. The exact result is 1.5.
4. Chain rule can help solve the problem.
5. The properties of normal distribution may be helpful.

(ACD) Let , so . We can then have

1. (1 or multiple correct choice(s)) Which of the following operations are FOR SURE doable in the linear algebra:
2. The Euclidean distance of two equal vectors.
3. The multiplication of two equal matrices.
4. The angle of two equal vectors.
5. The addition of two equal matrices.

(AD) Equal vectors have the same dimension, so A is true. Similarly, equal matrices have the same size, so D is true. B may not be doable if the row number does not equal to the column number. C may not be doable if the vector is a zero vector (which may correspond to the length of 0 in the denominator of cosine similarity).

1. (1 or multiple correct choice(s)) Given the following data observations: 6, 3, 2, 4, 9, 1, 7, 6, which of the following is correct?
2. The sample mean of these numbers is 4.75.
3. The sample median of these numbers is 5.
4. The sample range of these numbers is 8.
5. The sample standard deviation of these numbers is in the range of [7,8].

(ABC) Following the formula in page 11, Lecture 3, we can verify that ABC all correct. The sample variance is 7.357 while the sample standard deviation is 2.712 (not in the range of [7,8]).

1. (True or False) The research of big data focuses on the challenging problems of data analytics in large volume.

False. In addition to data volume, it also concerns data in velocity, variety, and veracity. P50, Lecture 1.

1. (True or False) Naive Bayes classifier is one of the most effective methods in text classification, which usually exhibits high accuracy.

False. Naive Bayes ignores the effects of word orders and assumes that features (e.g., words) are independent of each other. These assumptions are often not tenable in practical applications. P34, Lecture 2.

1. (True or False) In a hypothesis test, we reject a null hypothesis (H0) at the 5% level of significance, then we will for sure reject H0 at the 10% level of significance.

True. We reject H0 at 5%, meaning that the p-value of H0 should be smaller than 5%. Then the p-value of H0 is smaller than 10% and we will reject it at the 10% level of significance. P33-34 Lecture 3.

1. (True or False) In linear algebra, a vector is a list of numbers without orders.

False. A vector is an ordered list of numbers. P6 Lecture 4.

1. (True or False) The gradient descent algorithm always converges to the global minimum of the loss function.

False. It may converge to a local minimum (the valley) if the function has multiple valleys (non-convex). P23-24, Lecture 5.

1. (True or False) In most supervised machine learning, the training process is to maximize the decision function, which predicts the labels (y) for any data input (x).

False. The training process is to minimize the loss function, which measures the distance between the predicted labels (y) and their ground truth annotations (y\*). P35, Lecture 5.

1. (True or False) In the application of a Naïve Bayes classifier, when it meets the words absent in the training data or a priorly given vocabulary, it is safe to let the classifier simply ignore these words.

True. We’ll ignore them because they are unknown words not used for training and knowing which class exhibits more unknown words is generally not a useful thing to know. P43, Lecture 3.

1. (True or False) The clustering results of K-means are very sensitive to how we initialize the clusters.

True. There is no guarantee to minimize the clustering objective of K-means. It simply goes down in each step and the initialization (how we start) is crucial to the clusters we may obtain at the end (how we end). P28, Lecture 4.

1. (1 correct choice only) Bag A contains 4 white and 6 red balls, and bag B contains 6 white and 8 red balls. We randomly select a bag with equal chances and draw a ball from it, which is found to be red. What is the probability that it was drawn from the bag A.

A. 5/12

B. 3/7

C. 20/41

D. 21/41

(D) Let E=the drawn ball is red， F=the drawn ball is from bag A.

1. (1 correct choice only) Suppose we know the probability of event A conditioned on event B is 0.5 (p(A|B)=0.5), and the probability that event B happens is 0.8. The probability of A and B happening together is:
2. 0.3
3. 0.4
4. 0.5
5. 0.8

(B) P(A,B)=P(A|B)\*P(B)=0.8\*0.5=0.4

1. (1 correct choice only) Given two vectors a=(1.2 3.3 5.1 2.2) and b=(0.2 1.3 1.1 0.2), the Euclidean distance of a and b is:

A. 3

B. 4

C. 5

D. 6

(C) sqrt(1^2+2^2+4^2+2^2)=sqrt(1+4+16+4)=5

1. (1 correct choice only) Dr. Ling submitted two papers A and B to a conference with an acceptance rate of 25%. On the date of acceptance notification, she received two emails about the results of A and B, respectively. She read the first email and was excited to know that A was accepted to appear at the conference. Conditioned on what she observed so far, what is the probability Ling got both A and B accepted.
2. 1/16
3. 1/4
4. 1/2
5. 1

(B) Assume that event A means paper A accepted while event B means paper B accepts. Then P(AB|A)=0.25\*0.25/0.25=0.25

1. (1 correct choice only) Given a function f(x)=K (for any x), where K is a constant. The derivative for f(x) is:
2. K
3. 1
4. 0
5. x

(C) P12, Lecture 5.

1. (1 correct choice only) Given the function and we want to calculate its indefinite integral with the chain rule. Which of the following is a good alternative to construct the composite function ?
2. If , then we can have . Then , which allows easy integration with the exponential rule.
3. (1 correct choice only) If x and y are both word count vectors derived from two sentences, which of the following describes the most precise range of the angle between them?
4. [0,]
5. [0,]
6. [0,]
7. [0,]

(A) Because both x and y are vectors where all entries are non-negative, their cosine similarity will be in the range of [0,1]. So the angle between them should be in the range of [0,π/2].

1. (1 or multiple correct choice(s)) Naïve Bayes is a(n) \_\_\_\_ classifier.
2. discriminative
3. generative
4. linear
5. non-linear

(BC) It is a generative classifier because it builds the model for each class (measured with the posterior P(c|d) P30, Lecture 2). It is a linear classifier because the model just maximizes the sum of weights (P38, Lecture 2).

1. (1 or multiple correct choice(s)) Which of the following is a factor allowing data analytics to become popular in the last decade.
2. Better models.
3. More power machines.
4. The availability of large-scale data.

(ABC) P47 Lecture 1.

1. (1 or multiple correct choice(s)) Given a discrete random variable X, find the correct statement(s):
2. E(aX) = aE(X)
3. E(aX+b) = aE(X)+b
4. Var(X) = E((X-E(X))^2)
5. Var(X) = E(X^2) – E(X)^2

(ABCD) Page 5 and 7, Lecture 3.

1. (1 or multiple correct choice(s)) Which of the following are supervised machine learning algorithms?
2. Linear Regression
3. Logistic Regression
4. Naïve Bayes
5. K-means

(ABC) The algorithms in ABC are all supervised learning methods, which aim to learn the map between data (x) and labels (y) (P30, Lecture 2). K-means is unsupervised learning, where only the data is given without labels (P27, Lecture 4).

1. (1 or multiple correct choice(s)) Which of the following statements must be wrong for any given events A and B?
2. P(B|A)<P(AB)
3. P(B)=P(B|A)
4. P(AB)=P(A)P(B)
5. P(A|A)=0

(AD) For A, P(B|A)=P(AB)/P(A) >= P(AB). B and C might be correct if the two events are independent. For D, P(A|A)=P(A)/P(A)=1.

1. (1 or multiple correct choice(s)) Given two vectors x, y and a scalar a, find the correct statement(s) in the following:
2. ||ax|| = |a| ||x||
3. ||x+ y|| =||x|| + ||y||
4. ||x|| = 0 only If x = 0
5. It is possible for ||x||<0.

(AC) P18, Lecture 4.

1. (1 or multiple correct choice(s)) Given a function , which of the following is an entry in its gradient.

(B) The three entries of the gradient are:

1. (1 or multiple correct choice(s)) Prof. K was concerned that over 10% of people in HK caught COVID-19 (the null hypothesis H0). So, he invited 400 people in HK to do a COVID-19 test, where the results from 38 of them were positive. Suppose that the accuracy of this COVID-19 test is 100% and it is known that the infection rate of COVID-19 satisfies the normal distribution with the standard deviation of 0.1. Then, we will \_\_\_\_\_\_.

A. reject H0 at the significance level of 10%

B. reject H0 at the significance level of 5%

C. accept H0 at the significance level of 10%

D. accept H0 at the significance level of 5%

(CD) Suppose the infection rate at the sample test and the infection rate at the population satisfies , where . The p-value is .

1. (True or False) The matrix in R programming can be understood as a two-dimensional array. Each element must have the same data type and be created using the command \*matrix\*.

True. P34-36, Lecture 6.

1. (True or False) In R programming, the symbol NaN can be used to represent missing values of the data for some imperfect dataset.

False. The symbol NA is used to represent missing values. P45, Lecture 6.

1. (True or False) The R code `x=seq(-4,4,0.01); plot(x, pnorm(x, 0, 1), col = "red");’ draws the density function diagram of normal distribution.

False. The R function `pnorm(q)’ for the definition of cumulative probability function instead of the density function. P56, Lecture 6.

1. (True or False) Given the following R code,

```r

patientID<-c(1,2,3,4);

age<-c(25,34,28,52);

diabetes<-c("Type1","Type2","Type1","Type1");

status<-c("Poor","Improved","Excellent","Poor");

patientdata<-data.frame(patientID,age,diabetes,status);

```

The command of `patientdata[1:2][2,2]` queries the age of the patient with the ID 2.

True. The system will return the second row (corresponding to patient ID 2) and second column (corresponding to the age attribute) of the `patientdata’ dataframe. P37-38, Lecture 6.

1. (1 correct choice only) If the running result of the following R code is 65535, the n value at line `` x.n(x=2,n=?)’’ should be \_\_\_\_\_.

```r

x.n <- function(x,n){

h <- 0

for(i in 0:n){

h <- h+x^i

}

return(h)

}

x.n(x=2, n=?)

```

A. 13

B. 14

C. 15

D.16

(C) (x.n=1+2+4+..+2^{n}=2^{n+1}-1=65535\\n=log265536 -1=15)

1. (1 correct choice only) Which result does the following code describe? (A)

```r

r.n <- function(r,n){

a <- prod(2:r)/(prod(2:(r-n))\*prod(2:n))

return(a)

}

```

1. n choose r
2. n permute r
3. r choose n
4. r permute n

(C) The code is to calculate![](data:image/png;base64,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) . So it is r choose n.

1. (True or False) The knowledge of mathematics and computer science would allow the design of data analytical methods to tackle all the tasks.

False. While knomathematics and computer science knowledge essential for designing data analytical methods, it does not guarantee that these methods can tackle all tasks. Some problems may be too complex, require domain-specific expertise, or involve data limitations that make it challenging to develop a universal solution.

1. (True or False) The availability of effective computational methods, good hardware support, and data with higher quantity together result in the popularity of data science these years.

True. The availability of effective computational methods, good hardware support, and an increasing quantity of data have contributed significantly to the popularity of data science in recent years. Advances in algorithms, the development of powerful hardware like GPUs, and the exponential growth of data generated by various sources have enabled data scientists to uncover insights and create value across numerous industries and applications.

1. (True or False) In probability, an event covers all the possible outcomes of an experiment.

False. In probability, an event is a subset of possible outcomes from an experiment, not all of them. The collection of all possible outcomes is called the sample space. An event could consist of a single outcome or multiple outcomes, depending on the context of the experiment.

1. (True or False) If E and F are two events and P(E|F)=P(E), then we can draw a conclusion that E and F are independent.

True. If E and F are two events and P(E|F) = P(E), then it means that the probability of event E occurring is not affected by the occurrence of event F. This is the definition of independence between two events. Therefore, we can conclude that E and F are independent.

1. (True or False) In a hypothesis testing, if the p-value of a null hypothesis is given, then a smaller level of significance will result in a higher chance to accept the null hypothesis.

True. In hypothesis testing, the p-value represents the probability of obtaining a test statistic at least as extreme as the one observed, assuming the null hypothesis is true. The level of significance is the threshold below which we reject the null hypothesis. If the level of significance is smaller, it requires stronger evidence (smaller p-value) to reject the null hypothesis. Therefore, a smaller significance level will result in a higher chance of accepting the null hypothesis, assuming the p-value remains the same.

1. (True or False) In K-means, no matter how we initialize the clusters, we will always observe the same clustering results at the end when the algorithm converges.

False. The initialization of cluster centroids in the K-means algorithm can significantly affect the final clustering results. If the initial centroids are chosen differently, the algorithm may converge to different local optima. This is because K-means is sensitive to the initial placement of centroids and can get stuck in local optima depending on the starting point. Multiple runs with different initializations are often used to address this issue, and the best result (e.g., the one with the lowest within-cluster sum of squares) is chosen.

1. (True or False) Logistic regression is a popular linear regression model.

False. Logistic regression is not a linear regression model; it is a popular classification algorithm used for binary classification tasks. While both linear regression and logistic regression are based on linear functions, the key difference lies in the response variable. Linear regression predicts continuous values, whereas logistic regression predicts the probability of a binary outcome. In logistic regression, the linear function is transformed using the logistic function (sigmoid function) to generate probabilities that can be interpreted as class membership probabilities.

1. (True or False) In R programing, it is usually more efficient to implement a function from scratch compared to the use of built-in functions.

False. In R programming, built-in functions are usually more efficient than implementing a function from scratch. Built-in functions are optimized and often written in lower-level languages, like C or Fortran, to improve performance. While it is possible to write custom functions in R, using built-in functions is generally recommended for better performance and code readability.

1. (True or False) The implementation of Monte-Carlo simulation is based on the real random numbers generated by the computer systems.

False. The implementation of Monte-Carlo simulation is based on pseudo-random numbers generated by computer systems, not real random numbers. Pseudo-random numbers are generated using deterministic algorithms that produce number sequences that appear to be random. Although these numbers are not truly random, they exhibit sufficient randomness for most practical purposes, including Monte-Carlo simulations. True random number generation would require a non-deterministic process, such as measuring physical phenomena like radioactive decay or atmospheric noise, which is not feasible for most computer systems.

1. (True or False) Linear regression refers to the model which employs the line in two or higher dimensional space to fit the data.

Linear regression does use a linear function to fit the data. However, the term "line" might not be accurate for all cases, especially when dealing with multiple predictor variables. In such cases, the model can be represented by a plane (for two predictor variables) or a hyperplane (for more than two predictor variables) in higher-dimensional spaces. The primary idea is that the relationship between the predictor and response variables follows a linear pattern.

1. (1 correct choice only) Which of the following statement is true.
2. If we flip a coin for 1000 times and observe 500 heads, then the probability of observing head in a random coin flipping is 0.5.
3. Monte Carlo simulation will never possible to guarantee perfect accuracy in practice.
4. In Monte Carlo simulation, if the sample size is large, then we can for sure be confident about the estimation results.
5. We usually employ Poisson distribution to model the waiting time between two events, where the events occur independently with a known average rate of the time since the last event.

The correct answer is B. Monte Carlo simulation is a technique that relies on random sampling to approximate a solution to a problem. While increasing the number of samples can improve the accuracy of the simulation, it can never guarantee perfect accuracy due to the inherent randomness involved. However, Monte Carlo simulations can often provide reasonably accurate estimates for many practical applications.

1. (1 correct choice only) Which of the following correctly describes the range of the return value (output) of the R function “rnorm(1)”?
2. (0,1)
3. (-1,1)
4. (-0.5,0.5)
5. (-∞,+∞)

The correct answer is D. The rnorm(1) function in R generates a single random number from a normal distribution with a default mean of 0 and a standard deviation of 1. The range of values that can be generated from a normal distribution is theoretically from negative infinity to positive infinity.

1. (1 correct choice only) K-means algorithm is used to cluster N points into K groups (suppose that K=10). If it is needed to visualize the distribution (frequency) of points assigned to varying groups, which of the following graph can best employed to tackle the task?
2. Barplot
3. Histogram
4. Scatterplot
5. Boxplot

The correct answer is A. A barplot is the most suitable choice for visualizing the distribution of points assigned to different clusters or groups. It can clearly display the frequency of points in each group as separate bars, making it easy to compare the sizes of the groups.

1. (1 correct choice only) Which of the following is the legal form of a comment in R programing?
2. ##This is a comment##
3. \*This is a comment\*
4. //This is a comment//
5. \*\*This is a comment\*

The correct answer is A. In R programming, comments are denoted using the hash symbol (#). You can use a single hash (#) or double hash (##) to start a comment. The text following the hash symbol(s) on the same line is treated as a comment and not executed by the R interpreter.

1. (1 correct choice only) Suppose that you are working with your groupmate to analyze the midterm and final test scores from 3 Hogwarts students --- Harry, Ron, and Hermione via R programing. Your groupmate created a dataframe with the following code to host the midterm and final test scores of the three students. Following the common programing practice, which of the following is most likely to be the final test score of Ron.

student\_scores <- data.frame(name = c("Harry", "Hermione", "Ron"), midterm = c(80, 100, 70), final = c(75, 95, 60))

1. 60
2. 70
3. 75
4. 95

The correct answer is A. To find the final test score of Ron, you can access the dataframe with the correct row and column:

ron\_final\_score <- student\_scores[student\_scores$name == "Ron", "final"]

So, the final test score for Ron is 60.

1. (1 correct choice only) While running the K-means algorithm, if a cluster has 4 points (1,3,4), (2,5,6), (3,1,2), (6,3,8), then the Euclidian norm (length) of the cluster centroid (representative) is \_\_\_\_.
2. √43
3. 3√3
4. 2√43
5. 3

The correct answer is A. To find the centroid of the cluster, we first need to calculate the mean of the points' coordinates: (1,3,4), (2,5,6), (3,1,2), (6,3,8)

Mean of x coordinates: (1+2+3+6)/4 = 12/4 = 3

Mean of y coordinates: (3+5+1+3)/4 = 12/4 = 3

Mean of z coordinates: (4+6+2+8)/4 = 20/4 = 5

So, the centroid is (3, 3, 5). Now, we need to calculate the Euclidean norm (length) of this centroid: Euclidean norm = √((x-0)^2 + (y-0)^2 + (z-0)^2) = √((3-0)^2 + (3-0)^2 + (5-0)^2) = √(9+9+25) = √43

1. (1 correct choice only) Suppose that two twin girls in a park are playing Rock Paper Scissors (https://en.wikipedia.org/wiki/Rock\_paper\_scissors) and the three genres --- rock, paper, and scissors --- has equal chance (1/3) to be given by one girl in a round. One passerby told you that at least one girl gave the rock in a specific round R\*, while it is unknown which girl gave the rock in R\* (because the twins look so much alike). Conditioned on what the passerby observed, what is the probability that round R\* is a draw (the two girls gave the same genre)?
2. 1/3
3. ¼
4. 1/5
5. 1/6

The correct answer is C. Given that at least one girl gave the rock in round R\*, there are three possible outcomes:

* Girl 1 plays rock, and Girl 2 plays rock (RR).
* Girl 1 plays rock, and Girl 2 plays something other than rock (RP or RS).
* Girl 1 plays something other than rock, and Girl 2 plays rock (PR or SR).

We want to find the probability that the round is a draw (both girls gave the same genre) given that at least one girl played rock. The only draw scenario in these cases is the first one (RR). Now, let's calculate the probability of each outcome:

* P(RR) = P(Girl 1 plays rock) \* P(Girl 2 plays rock) = (1/3) \* (1/3) = 1/9
* P(RP or RS) = P(Girl 1 plays rock) \* P(Girl 2 plays not rock) = (1/3) \* (2/3) = 2/9
* P(PR or SR) = P(Girl 1 plays not rock) \* P(Girl 2 plays rock) = (2/3) \* (1/3) = 2/9

The probability of at least one girl playing rock is the sum of these probabilities:

P(at least one rock) = P(RR) + P(RP or RS) + P(PR or SR) = 1/9 + 2/9 + 2/9 = 5/9

Now, we can find the conditional probability of a draw given at least one girl played rock: P(draw | at least one rock) = P(RR) / P(at least one rock) = (1/9) / (5/9) = 1/5

1. (1 or multiple correct choice(s)) Which of the following is (are) the assumption(s) made by multinomial Naïve Bayes.
2. The order of the words in a document are not important.
3. Word occurrences are independent with each other conditioned on the class of the document.
4. There are only two classes involved in the classification task.
5. The computing environments have been well set up to avoid the floating-point underflow problem.

The correct answer is AB. The assumptions made by the multinomial Naïve Bayes classifier are:

1. The order of the words in a document are not important. This assumption is true because Naïve Bayes models treat documents as "bags of words" without considering the order of the words.
2. Word occurrences are independent of each other, conditioned on the class of the document. This assumption is true because Naïve Bayes classifiers assume that features (in this case, word occurrences) are conditionally independent given the class.
3. There are only two classes involved in the classification task. This assumption is false because the multinomial Naïve Bayes classifier can handle multiple classes, not just two.
4. The computing environments have been well set up to avoid the floating-point underflow problem. This assumption is not directly related to the multinomial Naïve Bayes model itself. Floating-point underflow is a numerical issue that can be mitigated through techniques like log-probabilities, but it's not an assumption made by the model.
5. (1 or multiple correct choice(s)) Which of the following statement about linear regression is (are) correct?
6. We assume the data to exhibits heteroscedasticity to allow the data fitting in a line.
7. Given a random dataset, parabola allows better generalization capability (i.e., to better fit new data) for the data fitting compared to a line because parabola is a polynomial with the higher degree.
8. In the evaluation of linear regression, the goodness of fit (R^2) takes both the task complexity and the errors in the fit into consideration.
9. A method of linear regression might be a good tool in the application of time series analysis.

The correct answer is CD.

1. We assume the data to exhibits heteroscedasticity to allow the data fitting in a line. This statement is incorrect. In linear regression, we assume homoscedasticity, which means that the variance of the errors is constant across all levels of the independent variable(s).
2. Given a random dataset, parabola allows better generalization capability (i.e., to better fit new data) for the data fitting compared to a line because parabola is a polynomial with a higher degree. This statement is not necessarily true. While a parabola (a quadratic function) has more flexibility than a straight line, this does not automatically mean that it will have better generalization capability. Overfitting can occur when using a higher-degree polynomial, which may result in poor performance on new, unseen data.
3. In the evaluation of linear regression, the goodness of fit (R^2) takes both the task complexity and the errors in the fit into consideration. This statement is correct. The R^2 value, also known as the coefficient of determination, measures how well the regression model fits the observed data. It considers both the complexity of the model (through the number of independent variables) and the errors in the fit (through the residual sum of squares).
4. A method of linear regression might be a good tool in the application of time series analysis. This statement is correct. Linear regression can be used in time series analysis, particularly when there is a linear trend present in the data. However, it may not be the best choice for time series with complex patterns or seasonality, where other methods like ARIMA or exponential smoothing might be more appropriate.
5. (1 or multiple correct choice(s)) Suppose that the data is represented by vectors, which of the following allow(s) the calculation of data similarity and/or dissimilarity?
6. Euclidian distance
7. Euclidian norm
8. Angles of vectors
9. Vector addition

The correct answer is AC.

1. Euclidian distance: This is correct. Euclidean distance is a common measure used to calculate the dissimilarity between two data points represented by vectors. The greater the distance, the less similar the data points are.
2. Euclidian norm: This is incorrect. The Euclidean norm, also known as the magnitude or length of a vector, is used to determine the size of a vector but does not directly compare the similarity or dissimilarity between two vectors.
3. Angles of vectors: This is correct. The angle between two vectors can be used to measure their similarity. The cosine similarity, which is based on the cosine of the angle between two vectors, is a popular measure for calculating the similarity between vectors.
4. Vector addition: This is incorrect. Vector addition is an operation that combines two vectors to produce a third vector. It does not directly measure similarity or dissimilarity between data points.
5. (1 or multiple correct choice(s)) Which of the following about machine learning is (are) correct?
6. K-means and Naïve Bayes are both machine learning methods.
7. Sigmoid function is the loss function of logistic regression, which will be optimized during the training process.
8. Chain rule is usually used to the calculate gradient in the model training.
9. Parameters of the machine learning models should not be randomly initialized because we will have the difficulty to reproduce the results.

The correct answer is AC.

1. K-means and Naïve Bayes are both machine learning methods. This is correct. K-means is an unsupervised machine learning method used for clustering, while Naïve Bayes is a supervised machine learning method used for classification.
2. Sigmoid function is the loss function of logistic regression, which will be optimized during the training process. This is incorrect. The sigmoid function is the activation function used in logistic regression to convert the linear output to a probability. The loss function that is optimized during the training process is typically the log loss (also called cross-entropy loss).
3. Chain rule is usually used to calculate the gradient in the model training. This is correct. The chain rule is a fundamental concept in calculus and is often used in machine learning to compute gradients, especially in the backpropagation algorithm for training neural networks.
4. Parameters of the machine learning models should not be randomly initialized because we will have the difficulty to reproduce the results. This is incorrect. In many machine learning algorithms, especially neural networks, it is common to initialize parameters randomly to break symmetry and ensure that the model learns diverse features. To ensure reproducibility, you can set a random seed, which will ensure that the same set of random numbers is generated each time the algorithm is run.
5. (1 or multiple correct choice(s)) In a hypothesis testing, suppose that it is known we reject the null hypothesis at the level of significance 10%. Which of the following is(are) for sure to be incorrect?
6. We may accept the null hypothesis at the level of significance 1%.
7. We can infer that the p-value of the null hypothesis is larger than 0.1.
8. The p-value of the null hypothesis might be 0.09.
9. We might also reject the null hypothesis at the level of significance 5%.

The correct answer includes only option B.

1. We may accept the null hypothesis at the level of significance 1%. This statement is correct. If we reject the null hypothesis at the 10% level of significance, the p-value is less than or equal to 0.1. However, it is still possible that the p-value is larger than 0.01, which means we may not reject the null hypothesis at the 1% level of significance.
2. We can infer that the p-value of the null hypothesis is larger than 0.1. This statement is incorrect. If we reject the null hypothesis at the 10% level of significance, it means the p-value is less than or equal to 0.1, not larger than 0.1.
3. The p-value of the null hypothesis might be 0.09. This statement is correct. If we reject the null hypothesis at the 10% level of significance, it means the p-value is less than or equal to 0.1. A p-value of 0.09 would satisfy this condition.
4. We might also reject the null hypothesis at the level of significance 5%. This statement is correct. If we reject the null hypothesis at the 10% level of significance, the p-value might be less than or equal to 0.1. If the p-value is also less than or equal to 0.05, we would reject the null hypothesis at the 5% level of significance as well.